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How do we (generally) design question 

answering sytems over text (today)?
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 Reading Wikipedia to Answer Open-Domain Questions

 Chen et al.

 ACL 2017

 https://www.aclweb.org/anthology/P17-1171.pdf

 Simple and Effective Multi-Paragraph Reading Comprehension

 Clark and Garner

 ACL 2018

 https://www.aclweb.org/anthology/P18-1078.pdf
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https://www.aclweb.org/anthology/P17-1171.pdf
https://www.aclweb.org/anthology/P18-1078.pdf


Reading Wikipedia to Answer Open-Domain Questions
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Thanks to Danqi Chen 
for the slide
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Thanks to Danqi Chen 
for the slide



 Before DrQA: MRC

 MRC is cool ☻

 But how effective is it?

 Can we make the goal more realistic / general?

 DrQA: IR (DR) + MRC = MRS 

 Previous open systems: Watson, YodaQA, QuASE, AskMSR

 Learning from Wikipedia: Low-redundancy (analogous to KGs)

723 June 2020Question Answering Systems           Saarland University, Summer Semester 2020 Rishiraj Saha Roy



 Document retriever

 Bigram hashing and TF-IDF scoring

 Document reader

 Multi-layer RNN

 Retriever outperforms Wikipedia search (ElasticSearch)

 Reader comparable to state-of-the-art on SQuAD

 Why was it so successful? Visit: https://github.com/facebookresearch/DrQA
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https://github.com/facebookresearch/DrQA


 Unsupervised approach

 Inverted index lookup

 Local word order with n-gram features

 Use bigram counts

 Hashing to map bigrams to 224 bins with murmur3 hash [Recall 

Bloom filters?  ]
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https://en.wikipedia.org/wiki/MurmurHash


 Document retriever returns top-5 

paragraphs from corpus

 Paragraph encoding

 Question encoding

 Prediction

1023 June 2020Question Answering Systems           Saarland University, Summer Semester 2020 Rishiraj Saha Roy



 Uses sequence models

 Recurrent neural networks

 Specifically, bi-LSTMs
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 Word embeddings

 Exact match

 Token features

 Aligned question features
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 Another RNN

 Over word embeddings of 

question tokens
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 Predict answer span

 Two independent classifiers

 Use bilinear term

 Choose span from indices i to i

 i <= i i + 15

 Maximize 
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Simple and Effective Multi-Paragraph 

Reading Comprehension
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oxygen. These molecules scatter the blue colors of sunlight more 
effectively than the green and red colors. Therefore, a clean sky 

Thanks to Christopher Clark 
for the slides
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 Modern reading comprehension models have many layers 

and parameters

 The trend is continuing in this direction, for example with the 

use of large language models

 Reduced efficiency as the paragraph length increases due to 

long RNN chains or transformers/self-attention modules

 Limits the model to processing short paragraphs
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 Pipelined Systems

 Select a single paragraph from the input, 

and run the model on that paragraph

 Confidence Systems

 Run the model on many paragraphs from 

the input, and have it assign a confidence 

score to its results on each paragraph
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 Improved Pipeline Method

 Improve several of key design decision that 

arise when training on document-level data

 Improved Confidence Method

 Study ways to train models to produce 

correct confidence scores
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 Train a shallow linear model to select the best paragraphs

 Features include TF-IDF, word occurrences, and its position within document

 If there is just one document TF-IDF alone is effective

 Improves change of selecting an answer-containing paragraph from 

83.0 to 85.1 on TriviaQA Web
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Document level data can be expected to be distantly supervised:

Question: Which British general was killed at Khartoum in 1885?

In February 1884 Gordon returned to the Sudan to evacuate Egyptian forces. 
Rebels broke into the city , killing Gordon and the other defenders. The British 
public reacted to his death by acclaiming ' Gordon of Khartoum  ,  a saint. 
However, historians have since suggested that Gordon defied orders and .

Passage:
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 Need a training objective that can handle multiple (noisy) answer spans

 Use the summed objective from Kadlec et al (2016), that optimizes the 

log sum of the probability of all answer spans

 Remains agnostic to how probability mass is distributed among the 

answer spans
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 Construct a fast, competitive model

 Use some keys ideas from prior work, 

bidirectional-attention, self-attention, 

character-embeddings, variational dropout

 Also added learned tokens for document 

and paragraphs starts

 < 5 hours to train for 26 epochs on SQuAD
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 We can derive confidence scores from the 

logit scores given to each span by the 

model, i.e., the scores given before the 

softmax operator is applied

 Without re-training this can work poorly
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referendum to be held on 1 March 1979 

Immediately after Decision Time 
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 Train the model on both answer-containing and non-answer-containing 

paragraph and use a modified objective function

 Merge: Concatenate sampled paragraphs together

 No-Answer: Process paragraphs independently, and allow the model to 

-

 Sigmoid: Assign an independent probability on each span using the sigmoid 

operator

 Shared-Norm: Process paragraphs independently, but compute the span 

probability across spans in all paragraphs
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 Neural machine reading comprehension systems now form 

the bulk of text-QA

 MRC systems coupled with retrieval pipeline result in so-

 Retrieval is still primarily TF-IDF based

 Answers from text are predicted as free-form spans

 Often designed as classifiers for start and end positions in 

passage text


